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Abstract—DNN inference at the edge is highly desirable,
offering enhanced data privacy, cost benefits from specialized
hardware, and reduced latency. Nonetheless, deploying DNNs
on edge devices remains challenging due to resource limitations,
often requiring cloud support for complex networks. Current
research addresses this by splitting a DNN across the edge and
cloud. It optimizes inference by inserting early classifiers between
hidden layers, which reduces execution times by bypassing
additional layer evaluations. Existing approaches focus on loss
functions with system-defined classifiers and distribution with
custom schedulers. Such an approach can split these classifiers
across the edge and cloud, hindering performance as offloading
remains necessary. To this end, we propose EdgeLessPart, a
platform- and network-agnostic framework to evaluate DNN
distribution and progressive inference on edge-cloud scenarios.
EdgeLessPart uses code rendering to accept any exit classifier.
Further, EdgeLessPart relies on device profile data and user
constraints (latency or memory) to split a DNN, ensuring the
early classifiers remain local to each part. EdgeLessPart thus
effectively evaluates the performance and cost of distributed and
progressive DNN inference on edge-cloud environments.

Index Terms—Edge Deep Learning, Early Exits, Split Com-
puting

I. INTRODUCTION

Current technology developments have made computation
ubiquitous, forcing the decentralization of services towards
the edge of the network, near end-users and data sources
[1], powered by resource-constrained devices such as Jetson
Orin, Raspberry Pi or low-power computers. One notable
field still struggling to adapt to the limited resources at the
edge is Deep Neural Networks (DNN), since more complex
networks demand increasingly computational power [2]. To
this end, the Cloud offers a rich infrastructure that can run
the most computationally-intensive applications. Nonetheless,
it still suffers from the caveats of the cloud: centralization,
reduced privacy as the provider controls the incoming data, and
higher costs driven by the price of modern hardware required
to handle many clients. In contrast, edge devices can afford

their computational limitations as they typically serve fewer
clients.

In an effort to bring inference of more complex networks
towards the edge, current research explores progressive and
distributed inference [3, 4, 5, 6]. Progressive inference is
possible by inserting small classifier networks between the
hidden layers, called Early Exits (EE) [7], while the place to
insert them is an exit point. The EEs enable stopping execution
at intermediate places within the network, given that some
inputs are easily classifiable at earlier points [8]. For example,
classifying a picture of a cat with a solid color background
can be easier than a background from nature. For the former
picture, a few layers can produce high confidence, which is
not granted for the latter. Current works on EEs [9, 10, 8, 7,
11, 12, 13] focus on their training with custom loss functions
and system-defined exit points and architecture.

In the case of distributed inference, active research explores
the generation of DNN splits via Split Computing (SC) [14, 15,
16, 17, 18, 19]. These works utilize runtime measurements to
determine the optimal split point, i.e., the connection between
two hidden layers that will improve performance. Yet, their
combination with EEs can distribute an exit between the edge
and cloud, as EE are inserted before splitting, resulting in
more data transmission. Nevertheless, our previous example
can benefit from SC and EE. Whenever the edge device cannot
yield high accuracy using a network part with EE, it can
proceed in the cloud until an exit meets the necessary accuracy
or evaluates the complete network.

Toward this, we propose EdgeLessPart to evaluate the
effect of SC and EE on performance and cost. EdgeLessPart
selects the candidate exit and split points based on user-
defined constraints and target device profiling, which considers
inference time and memory consumption. Unlike previous
works, EdgeLessPart supports application-specific EEs via
code rendering, and the placement of EEs is constrained within
each network part. EdgeLessPart remains platform-agnostic by
relying on standard training methods. Hence, EdgeLessPart



provides a novel understanding of dynamic DNN inference
for edge-cloud scenarios.

II. EDGELESSPART

Here, we introduce EdgeLessPart: a framework to explore
distributed and progressive inference for edge-cloud scenarios.
Figure 1 presents the workflow EdgeLessPart employs to
generate the progressive network parts. Since EdgeLessPart
can be deployed anywhere, i.e., platform-agnostic, it can
leverage local resources, such as accelerators on edge devices.
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Fig. 1. EdgeLessPart workflow to optimize a given DNN for the edge-cloud
continuum. Input network[20]. Output network[21].

To begin the optimization, EdgeLessPart requires a DNN,
user constraints, and an exit network. Unlike previous works,
EdgeLessPart translates the EE network, stemming from the
user input, into executable code. This approach enables users
to employ their DNN’s insights to determine an appropriate
EE network instead of relying on default ones. The constraints
determine the exit and split points once the profiling is done.
EdgeLessPart can select the split point based on memory
or latency constraints. For latency, EdgeLessPart will split
wherever a set of layers on the edge runs as long as the
complete network in the cloud. We limit to one split per
network to avoid network traffic overhead. For memory, the
user decides the percentage of layers to run on the edge. Then,
the cloud will run the remaining ones. Considering the split
point, EEs are placed linearly or pareto [22] distributed within
each network split. We limit to three EEs per part to mitigate
the effect on memory usage.

Once the points have been generated, EdgeLessPart inserts
the EEs, trains them, and generates the respective network
parts. After this step, EdgeLessPart evaluates the resulting
DNNs across the target clusters. It explores a range of con-
fidence thresholds (cthr), based on the validation accuracy.
Unlike some previous works, EdgeLessPart infers in the edge
first. In case the local EEs do not yield accuracy greater than
cthr, it will offload to the cloud, where the next network part
will continue as it happens in the edge.

III. RESULTS

Evaluation Setup: The evaluation environment for Edge-
LessPart combines two clusters, edge and cloud respectively.
The edge is a pair of Jetson Orin Nano (the 40 TOPS model)
with a Virtual Machine (VM) as the control node. The cloud
is hosted by our university’s provider and it features three

nodes with 45GB of RAM and 10 vCPUS each. We developed
EdgeLessPart on top of TensorFlow [23] v2.16.1 with CUDA
and CPU support for the edge and cloud, respectively. We
train our ResNet50 [24], MobileNetV2 [25], and InceptionV3
[26] using their respective parameters and the CIFAR-10 [27]
dataset. For the exit network, we replicate the classifier of each
original network. Further, we evaluate a range of cthr between
0.3 and 0.9 to determine the impact on inference time, memory
usage, and cloud cost. We use Google Cloud Functions’ cost
model [28], as users must only pay for used resources.
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Fig. 2. Distributed and Progressive DNN performance for linearly distributed
EEs.

Outcomes: To evaluate EdgeLessPart, we partition each
DNN wherever a set of layers require 70% of memory from
the complete network. Here, Figures 2 and 3 present the
performance differences once the EEs are placed linearly or
Pareto within each network part. In the case of ResNet50,
placing EEs linearly results in 20% more costs than Pareto for
cthr ≥ 0.8. Additionally, Pareto distribution of EE shows lower
inference times with considerable speedups for ResNet50 and
InceptionV3. Nonetheless, our results show the impact of SC
and EE on the performance of MobileNetV2, an optimized
DNN for mobile devices. For higher cthr, the overhead of inter-
mediate classifiers and network traffic outweighs the original
model. Yet, linear EEs allow for a smaller MobileNetV2 with
desirable accuracy, depicted by the cost improvements and
memory usage in Figure 2, which reflects edge-only inference.

0.4 0.6 0.8
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

N
or

m
al

iz
ed

R
un

tim
e

Aggregated Inference Time

0.4 0.6 0.8

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

M
em

or
y

U
sa

ge

Mean Cloud Memory Usage

0.4 0.6 0.8
0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

C
os

t

Cost Improvement

Confidence Threshold

Memory constrained with Pareto placed EEs

ResNet50 MobileNetV2 InceptionV3 Baseline

Fig. 3. Distributed and Progressive DNN performance for Pareto distributed
EEs.

In contrast, InceptionV3 also demonstrates the importance
of cloud-offloading, considering DNN-specific EEs, with 40%
and 50% faster inference for Pareto and linearly distributed
EEs, respectively. Given its complex architecture, such im-
provements result in 5% and 10% cost (compared to cloud-
only inference) for linearly and Pareto EEs, respectively. We
argue that its cost is negligible since it enables higher accuracy.



IV. CONCLUSION AND FUTURE WORK

The results shown in § III demonstrates the importance of
further DNN optimizations targeting edge devices, considering
the network architecture and its placement. The results show
better performance for complex DNNs when coupled with
progressive and distributed inference capabilities. EdgeLess-
Part enables this through progressive (via EE) and distributed
(with SC) inference. By collecting runtime information of a
target DNN, EdgeLessPart generates distributed and progres-
sive DNNs to investigate the best selection of EEs and split
points that improve inference time, cloud memory usage, and
cost. It leverages edge resources while offloading to the cloud
if the accuracy is insufficient.

Further, our results present another optimization avenue:
optimize each network part to leverage local resources for
performance gains. Given the realm of optimizations within
EdgeLessPart, we intend to integrate a Neural Architecture
Search (NAS) module. It can search for smaller and more
capable network parts at the edge and automatically search
for the exit classifier per exit point. To further limit the
search space, NAS can rely on Multi-Objective Optimizations
(MOO) that model the target clusters to ensure each split
does not exhaust local resources while improving performance.
Moreover, such a module allows for better exit and split points,
which EdgeLessPart can leverage to bridge on-device DL with
the cloud, where the MOO can guide the search to meet on-
device constraints.
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